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1
VOICE ENHANCEMENT AND/OR SPEECH
FEATURES EXTRACTION ON NOISY AUDIO
SIGNALS USING SUCCESSIVELY REFINED
TRANSFORMS

FIELD OF THE DISCLOSURE

This disclosure relates to performing voice enhancement
on noisy audio signals using successively refined trans-
forms.

BACKGROUND

Systems configured to identify speech in an audio signal
are known. Existing systems, however, typically may waste
processing resources on portions of the audio signal that do
not contain vocalized speech.

SUMMARY

One aspect of the disclosure relates to a system configured
to perform voice enhancement and/or speech features
extraction on noisy audio signals, in accordance with one or
more implementations. Voice enhancement and/or speech
features extraction may be performed on noisy audio signals
using successively refined transforms. Exemplary imple-
mentations may reduce computing resources spent on por-
tions of the audio signal that do not contain vocalized
speech. Downsampled versions of an input signal may be
obtained, which include a first downsampled signal with a
lower sampling rate than a second downsampled signal.
Successive transforms may be performed on the input signal
to obtain a corresponding, increasingly refined, sound model
of the input signal. The successive transforms performed
may include: (1) performing a first transform on the first
downsampled signal to yield a first pitch estimate; (2)
performing a second transform on the second downsampled
signal to yield a second pitch estimate and a first harmonics
estimate based on the first pitch estimate; and (3) performing
a third transform on the input signal to yield a third pitch
estimate and a second harmonics estimate based on the
second pitch estimate and the first harmonics estimate.

The communications platform may be configured to
execute computer program modules. The computer program
modules may include one or more of an input module, a
preprocessing module, a downsampling module, one or
more extraction modules, a reconstruction module, an output
module, and/or other modules.

The input module may be configured to receive an input
signal from a source. The input signal may include human
speech (or some other wanted signal) and noise. The wave-
forms associated with the speech and noise may be super-
imposed in input signal.

The preprocessing module may be configured to segment
the input signal into discrete successive time windows. A
given time window may span a duration greater than a
sampling interval of the input signal.

The downsampling module may be configured to obtain
downsampled versions of the input signal. The down-
sampled versions of the input signal may include a first
downsampled signal, a second downsampled signal, and/or
other downsampled signals. The downsampled signals may
have different sampling rates. For example, the first down-
sampled signal may have a first sampling rate, while the
second downsampled signal may have a second sampling
rate. The first sampling rate may be less than the second
sampling rate.
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Generally speaking, the extraction module(s) may be
configured to extract harmonic information from the input
signal. The extraction module(s) may include one or more of
a transform module, a vocalized speech module, a formant
model module, and/or other modules.

The transform module may be configured to obtain a
sound model over individual time windows of the input
signal. In some implementations, the transform module may
be configured to obtain a linear fit in time of a sound model
over individual time windows of the input signal. A sound
model may be described as a mathematical representation of
harmonics in an audio signal. A harmonic may be described
as a component frequency of the audio signal that is an
integer multiple of the fundamental frequency (i.e., the
lowest frequency of a periodic waveform or pseudo-periodic
waveform). That is, if the fundamental frequency is f, then
harmonics have frequencies 2f, 3f, 4f, etc.

The transform module may be configured to perform
successive transforms with increasing levels of accuracy
associated with individual time windows of the input signal
to obtain corresponding sound models of input signal in the
individual time windows. Each successive transform may be
performed on a version of the input signal having an
increased sampling rate compared to the previous transform.
That is, an initial transform may be performed on a down-
sampled signal having a lowest sampling rate, the next
transform may be performed on a downsampled signal
having a sampling rate that is greater than the lowest
sampling rate, and so on until the last transform, which may
be performed on the input signal at the full sampling rate
(i.e., the sampling rate at which the input signal was
received). Each of the successive transforms may yield a
pitch estimate and/or a harmonics estimate. A given har-
monics estimate may convey amplitude and phase informa-
tion associated with individual harmonics of the speech
component of the input signal. A pitch estimate and/or a
harmonics estimate from a previous transform may be used
with a given transform as one or more of input to the given
transform, parameters of the given transform, and/or metrics
to determine a pitch estimate and/or a harmonics estimate
associated with the given transform.

In some implementations, the successive transforms per-
formed to obtain a first sound model corresponding to a first
time window of the input signal may comprise: (1) perform-
ing a first transform on the first time window of the first
downsampled signal to yield a first pitch estimate; (2)
performing a second transform on the first time window of
the second downsampled signal to yield a second pitch
estimate and a first harmonics estimate based on the first
pitch estimate; and (3) performing a third transform on the
first time window of the input signal to yield a third pitch
estimate and a second harmonics estimate based on the
second pitch estimate and the first harmonics estimate. The
first sound model may comprise the third pitch estimate and
the second harmonics estimate. In some implementations,
the first transform, second transform, and third transform
may be the same or similar. According to some implemen-
tations, the first transform may be different from the second
transform, the second transform may be different from the
third transform, and/or the third transform may be different
from the first transform. In particular, the transforms may be
performed with increasing time and/or frequency resolution.

The vocalized speech module may be configured to
determine probabilities that portions of the speech compo-
nent represented by the input signal in the individual time
windows are vocalized portions or non-vocalized portions.
Successive transforms performed by the transform module
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may be performed only on portions having a threshold
probability of being a vocalized portion. For example, a
portion of the second downsampled signal may be trans-
formed responsive to a corresponding portion of the first
downsampled signal being determined to have a threshold-
breaching probability of being a vocalized portion. A portion
of the input signal may be transformed responsive to a
corresponding portion of the second downsampled signal
being determined to have a threshold-breaching probability
of being a vocalized portion.

The formant model module may be configured to model
harmonic amplitudes based on a formant model. Generally
speaking, a formant may be described as the spectral reso-
nance peaks of the sound spectrum of the voice. One
formant model—the source-filter model—postulates that
vocalization in humans occurs via an initial periodic signal
produced by the glottis (i.e., the source), which is then
modulated by resonances in the vocal and nasal cavities (i.e.,
the filter).

The reconstruction module may be configured to recon-
struct the speech component of the input signal with the
noise component of the input signal being suppressed. The
reconstruction may be performed once each of the param-
eters of the formant model has been determined. The recon-
struction may be performed by interpolating all the time-
dependent parameters and then resynthesizing the waveform
of the speech component of the input signal.

The output module may be configured to transmit an
output signal to a destination. The output signal may include
the reconstructed speech component of the input signal.

These and other features, and characteristics of the present
technology, as well as the methods of operation and func-
tions of the related elements of structure and the combina-
tion of parts and economies of manufacture, will become
more apparent upon consideration of the following descrip-
tion and the appended claims with reference to the accom-
panying drawings, all of which form a part of this specifi-
cation, wherein like reference numerals designate
corresponding parts in the various figures. It is to be
expressly understood, however, that the drawings are for the
purpose of illustration and description only and are not
intended as a definition of the limits of the invention. As
used in the specification and in the claims, the singular form
of “a”, “an”, and “the” include plural referents unless the
context clearly dictates otherwise.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 illustrates a system configured to perform voice
enhancement and/or speech features extraction on noisy
audio signals, in accordance with one or more implementa-
tions.

FIG. 2 illustrates an exemplary spectrogram, in accor-
dance with one or more implementations.

FIG. 3 illustrates a flow of successive transforms per-
formed on signals having varying sampling rates, in accor-
dance with one or more implementations.

FIG. 4 illustrates a method for performing voice enhance-
ment and/or speech features extraction on noisy audio
signals using successively refined transforms, in accordance
with one or more implementations.

DETAILED DESCRIPTION

Voice enhancement and/or speech feature extraction may
be performed on noisy audio signals using successively
refined transforms. Exemplary implementations may reduce
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4

computing resources spent on portions of the audio signal
that do not contain vocalized speech. Downsampled ver-
sions of an input signal may be obtained, which include a
first downsampled signal with a lower sampling rate than a
second downsampled signal. Successive transforms may be
performed on the input signal to obtain a corresponding,
increasingly refined, sound model of the input signal. The
successive transforms performed may include: (1) perform-
ing a first transform on the first downsampled signal to yield
a first pitch estimate; (2) performing a second transform on
the second downsampled signal to yield a second pitch
estimate and a first harmonics estimate based on the first
pitch estimate; and (3) performing a third transform on the
input signal to yield a third pitch estimate and a second
harmonics estimate based on the second pitch estimate and
the first harmonics estimate.

FIG. 1 illustrates a system 100 configured to perform
voice enhancement and/or speech features extraction on
noisy audio signals, in accordance with one or more imple-
mentations. Voice enhancement may be also referred to as
de-noising or voice cleaning. As depicted in FIG. 1, system
100 may include a communications platform 102 and/or
other components. Generally speaking, a noisy audio signal
containing speech may be received by communications
platform 102. The communications platform 102 may
extract harmonic information from the noisy audio signal.
The harmonic information may be used to reconstruct
speech contained in the noisy audio signal. By way of
non-limiting example, communications platform 102 may
include a mobile communications device such as a smart
phone, according to some implementations. Other types of
communications platforms are contemplated by the disclo-
sure, as described further herein.

The communications platform 102 may be configured to
execute computer program modules. The computer program
modules may include one or more of an input module 104,
a preprocessing module 106, a downsampling module 108,
one or more extraction modules 110, a reconstruction mod-
ule 112, an output module 114, and/or other modules.

The input module 104 may be configured to receive an
input signal 116 from a source 118. The input signal 116 may
include human speech (or some other wanted signal) and
noise. The waveforms associated with the speech and noise
may be superimposed in input signal 116. The input signal
116 may include a single channel (i.e., mono), two channels
(i.e., stereo), and/or multiple channels. The input signal 116
may be digitized.

Speech is the vocal form of human communication.
Speech is based upon the syntactic combination of lexicals
and names that are drawn from very large vocabularies
(usually in the range of about 10,000 different words). Each
spoken word is created out of the phonetic combination of
a limited set of vowel and consonant speech sound units.
Normal speech is produced with pulmonary pressure pro-
vided by the lungs which creates phonation in the glottis in
the larynx that is then modified by the vocal tract into
different vowels and consonants. Various differences among
vocabularies, syntax that structures individual vocabularies,
sets of speech sound units associated with individual
vocabularies, and/or other differences create the existence of
many thousands of different types of mutually unintelligible
human languages.

The noise included in input signal 116 may include any
sound information other than a primary speaker’s voice. The
noise included in input signal 116 may include structured
noise and/or unstructured noise. A classic example of struc-
tured noise may be a background scene where there are



US 9,484,044 B1

5

multiple voices, such as a café or a car environment.
Unstructured noise may be described as noise with a broad
spectral density distribution. Examples of unstructured noise
may include white noise, pink noise, and/or other unstruc-
tured noise. White noise is a random signal with a flat power
spectral density. Pink noise is a signal with a power spectral
density that is inversely proportional to the frequency.

An audio signal, such as input signal 116, may be visu-
alized by way of a spectrogram. A spectrogram is a time-
varying spectral representation that shows how the spectral
density of a signal varies with time. Spectrograms may be
referred to as spectral waterfalls, sonograms, voiceprints,
and/or voicegrams. Spectrograms may be used to identify
phonetic sounds. FIG. 2 illustrates an exemplary spectro-
gram 200, in accordance with one or more implementations.
In spectrogram 200, the horizontal axis represents time (t)
and the vertical axis represents frequency (f). A third dimen-
sion indicating the amplitude of a particular frequency at a
particular time emerges out of the page. A trace of an
amplitude peak as a function of time may delineate a
harmonic in a signal visualized by a spectrogram (e.g.,
harmonic 202 in spectrogram 200). In some implementa-
tions, amplitude may be represented by the intensity or color
of individual points in a spectrogram. In some implemen-
tations, a spectrogram may be represented by a 3-dimen-
sional surface plot. The frequency and/or amplitude axes
may be either linear or logarithmic, according to various
implementations. An audio signal may be represented with
a logarithmic amplitude axis (e.g., in decibels, or dB), and
a linear frequency axis to emphasize harmonic relationships
or a logarithmic frequency axis to emphasize musical, tonal
relationships.

Referring again to FIG. 1, source 118 may include a
microphone (i.e., an acoustic-to-clectric transducer), a
remote device, and/or other source of input signal 116. By
way of non-limiting illustration, where communications
platform 102 is a mobile communications device, a micro-
phone integrated in the mobile communications device may
provide input signal 116 by converting sound from a human
speaker and/or sound from an environment of communica-
tions platform 102 into an electrical signal. As another
illustration, input signal 116 may be provided to communi-
cations platform 102 from a remote device. The remote
device may have its own microphone that converts sound
from a human speaker and/or sound from an environment of
the remote device. The remote device may be the same as or
similar to communications platforms described herein.

The preprocessing module 106 may be configured to
segment input signal 116 into discrete successive time
windows. A given time window may span a duration greater
than a sampling interval of input signal 116. According to
some implementations, a given time window may have a
duration in the range of 15-60 milliseconds. In some imple-
mentations, a given time window may have a duration that
is shorter than 15 milliseconds or longer than 60 millisec-
onds. The individual time windows of segmented input
signal 116 may have equal durations. In some implementa-
tions, the duration of individual time windows of segmented
input signal 116 may be different. For example, the duration
of a given time window of segmented input signal 116 may
be based on the amount and/or complexity of audio infor-
mation contained in the given time window such that the
duration increases responsive to a lack of audio information
or a presence of stable audio information (e.g., a constant
tone).

The downsampling module 108 may be configured to
obtain downsampled versions of input signal 116. Generally
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6

speaking, downsampling (or “subsampling”) may refer to
the process of reducing the sampling rate of a signal.
Downsampling may be performed to reduce the data rate or
the size of the data. A downsampling factor (commonly
denoted by M) may be an integer or a rational fraction
greater than unity. The downsampling factor may multiply
the sampling time or, equivalently, may divide the sampling
rate. According to various implementations, downsampling
module 108 may perform a downsampling process on input
signal 110 to obtain the downsampled signals, or downsam-
pling module 108 may obtain the downsampled signals from
another source.

The downsampled versions of input signal 116 may
include a first downsampled signal, a second downsampled
signal, and/or other downsampled signals. The down-
sampled signals may have different sampling rates. For
example, the first downsampled signal may have a first
sampling rate, while the second downsampled signal may
have a second sampling rate. The first sampling rate may be
less than the second sampling rate. The first sampling rate
may be approximately half the second sampling rate. The
first sampling rate may be about one eighth that of input
signal 116. The second sampling rate may be about one
fourth that of input signal 116. In some implementations,
input signal 116 may have a sampling rate of 44.1 kHz. The
first sampling rate may be about 5 kHz and the second
sampling rate may be about 10 kHz. While exemplary
sampling rates are disclosed above, this is not intended to be
limiting as other sampling rates may be used and are within
the scope of the disclosure.

Generally speaking, extraction module(s) 110 may be
configured to extract harmonic information from input sig-
nal 116. The extraction module(s) 110 may include one or
more of a transform module 110A, a vocalized speech
module 110B, a formant model module 110C, and/or other
modules.

The transform module 110A may be configured to obtain
a sound model over individual time windows of input signal
116. In some implementations, transform module 110A may
be configured to obtain a linear fit in time of a sound model
over individual time windows of input signal 116. A sound
model may be described as a mathematical representation of
harmonics in an audio signal. A harmonic may be described
as a component frequency of the audio signal that is an
integer multiple of the fundamental frequency (i.e., the
lowest frequency of a periodic waveform or pseudo-periodic
waveform). That is, if the fundamental frequency is f, then
harmonics have frequencies 2f, 3f, 4f, etc.

The transform module 110A may be configured to model
input signal 116 as a superposition of harmonics that all
share a common pitch and chirp. Such a model may be
expressed as:

N
m(n)2R [Z Aot i)

h=1

] EQN. 1

where ¢ is the base pitch and x is the fractional chirp rate

where c is the actual chirp), both assumed to be constant in
a small time window. Pitch is defined as the rate of change
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of phase over time. Chirp is defined as the rate of change of
pitch over time (i.e., the second time derivative of phase).
The model of input signal 116 may be assumed as a
superposition of N, harmonics with a linearly varying fun-
damental frequency. A, is a complex coefficient weighting
all the different harmonics. Being complex, A, carries infor-
mation about both the amplitude and about the phase at the
center of the time window for each harmonic.

The model of input signal 116 as a function of A, may be
linear, according to some implementations. In such imple-
mentations, linear regression may be used to fit the model,
such as follows:

Np

; X2 _
> e < Mg,y A
h=1

EQN. 2

with, discretizing time as (71, f2, ...

Mg, x) =

S In):

e SR) g+ Nl )

e R) gy HE) ]

ej2n(¢rNr+X7¢r,2\/r) ej27r2(¢rNr+2(221,2V’) ejzerh((prNIJr—)%@r,er)

Al

ANh

The best value for A may be solved via standard linear
regression in discrete time, as follows:

A=Mp.x)\s, EQN. 3

where the symbol \ represents matrix left division (e.g.,
linear regression).

Due to input signal 116 being real, the fitted coefficients
may be doubled with their complex conjugates as:

s

EQN. 4
m(n) = (M (¢, Y)M" (¢, )())[ ]

The optimal values of ¢, may not be determinable via linear
regression. A nonlinear optimization step may be performed
to determine the optimal values of ¢,%. Such a nonlinear
optimization may include using the residual sum of squares
as the optimization metric:

EQN. §

[ 1] = augni S -mit, g, x. A ;:Mw\x},

where the minimization is performed on ¢,y at the value of
A given by the linear regression for each value of the
parameters being optimized.

The transform module 110A may be configured to impose
continuity to different fits over time. That is, both continuity
in the pitch estimation and continuity in the coefficients
estimation may be imposed to extend the model set forth in
EQN. 1. If the pitch becomes a continuous function of time
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(i.e., o=0(1)), then the chirp may be not needed because the
fractional chirp may be determined by the derivative of ¢(t)
as

1 d¢m

X0 = W_df .

According to some implementations, the model set forth by
EQN. 1 may be extended to accommodate a more general
time dependent pitch as follows:

Nh Nh
m@n) =R [Z Ah(z)eﬂ”hféa’mdf] =% [Z A0

h=1 h=1

] EOQN. 6

where ®(t)=2ntf,’¢p(t)dt is integral phase.

According to model set forth in EQN. 6, the harmonic
amplitudes A, (t) are time dependent. The harmonic ampli-
tudes may be assumed to be piecewise linear in time such
that linear regression may be invoked to obtain A,(t) for a
given integral phase ®(t):

A== S aje{ 2
n(D) = Ap(0) = W\ T )

i

EQN. 7

where

0 forr<0
o) =<tfor0=<r=<l
1 fore>1

and AA,’ are time-dependent harmonic coeflicients. The
time-dependent harmonic coeflicients AA,’ represent the
variation on the complex amplitudes at times t'.

EQN. 7 may be substituted into EQN. 6 to obtain a linear
function of the time-dependent harmonic coefficients AA,".
The time-dependent harmonic coefficients AA,’ may be
solved using standard linear regression for a given integral
phase ®(t). Actual amplitudes may be reconstructed by

i
A=A+ 3 AAL
1

The linear regression may be determined efficiently due to
the fact that the correlation matrix of the model associated
with EQN. 6 and EQN. 7 has a block Toeplitz structure, in
accordance with some implementations.

A given integral phase ®(t) may be optimized via non-
linear regression. Such a nonlinear regression may be per-
formed using a metric similar to EQN. 5. In order to reduce
the degrees of freedom, ®(t) may be approximated with a
number of time points across which to interpolate by ®(t)
=interp(®'=® ("), ®>=D(t?), . . . , ®=@(t"Y)). In some
implementations, the interpolation function may be cubic.
The nonlinear optimization of the integral pitch may be:

[@!, oM, .. M) = EQN. 8
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-continued

argmin

Z(s(z)—m(z,fb(z), /T;;))z —
ol a2, oMt |7 A =M OONS()

d(n)=interp(®!,02,... o)

The different @' may be optimized one at a time with
multiple iterations across them. Because each @' affects the
integral phase only around t’, the optimization may be
performed locally, according to some implementations.

The transform module 110A may be configured to per-
form successive transforms with increasing levels of accu-
racy associated with individual time windows of the input
signal to obtain corresponding sound models of input signal
in the individual time windows. Each successive transform
may be performed on a version of input signal 116 having an
increased sampling rate compared to the previous transform.
That is, an initial transform may be performed on a down-
sampled signal having a lowest sampling rate, the next
transform may be performed on a downsampled signal
having a sampling rate that is greater than the lowest
sampling rate, and so on until the last transform, which may
be performed on input signal 116 at the full sampling rate
(i.e., the sampling rate at which input signal 116 was
received). Each of the successive transforms may yield a
pitch estimate and/or a harmonics estimate. A given har-
monics estimate may convey amplitude and phase informa-
tion associated with individual harmonics of the speech
component of input signal 116. A pitch estimate and/or a
harmonics estimate from a previous transform may be used
with a given transform as one or more of input to the given
transform, parameters of the given transform, and/or metrics
to determine a pitch estimate and/or a harmonics estimate
associated with the given transform.

In some implementations, the successive transforms per-
formed to obtain a first sound model corresponding to a first
time window of input signal 116 may comprise: (1) per-
forming a first transform on the first time window of the first
downsampled signal to yield a first pitch estimate; (2)
performing a second transform on the first time window of
the second downsampled signal to yield a second pitch
estimate and a first harmonics estimate based on the first
pitch estimate; and (3) performing a third transform on the
first time window of the input signal to yield a third pitch
estimate and a second harmonics estimate based on the
second pitch estimate and the first harmonics estimate.
These successive transforms are illustrated by flow 300 in
FIG. 3. The first sound model may comprise the third pitch
estimate and the second harmonics estimate. In some imple-
mentations, the first transform, second transform, and third
transform may be the same or similar. According to some
implementations, the first transform may be different from
the second transform, the second transform may be different
from the third transform, and/or the third transform may be
different from the first transform. In particular, the trans-
forms may be performed with increasing time and/or fre-
quency resolution.

Turning again to FIG. 1, vocalized speech module 110B
may be configured to determine probabilities that portions of
the speech component represented by input signal 116 in the
individual time windows are vocalized portions or non-
vocalized portions. Successive transforms performed by
transform module 110A may be performed only on portions
having a threshold probability of being a vocalized portion.
For example, a portion of the second downsampled signal
may be transformed responsive to a corresponding portion
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of the first downsampled signal being determined to have a
threshold-breaching probability of being a vocalized por-
tion. A portion of the input signal may be transformed
responsive to a corresponding portion of the second down-
sampled signal being determined to have a threshold-breach-
ing probability of being a vocalized portion.

The formant model module 110C may be configured to
model harmonic amplitudes based on a formant model.
Generally speaking, a formant may be described as the
spectral resonance peaks of the sound spectrum of the voice.
One formant model—the source-filter model—postulates
that vocalization in humans occurs via an initial periodic
signal produced by the glottis (i.e., the source), which is then
modulated by resonances in the vocal and nasal cavities (i.e.,
the filter). In some implementations, the harmonic ampli-
tudes may be modeled according to the source-filter model
as:

Ny EQN. 14
[ [Fs®, v

=1

Ap() = A(NG(g(D), w(1) Rlw(D)

w(t)=¢(t)>

where A(t) is a global amplitude scale common to all the
harmonics, but time dependent. G characterizes the source
as a function of glottal parameters g(t). Glottal parameters
g(t) may be a vector of time dependent parameters. In some
implementations, G may be the Fourier transform of the
glottal pulse. F describes a resonance (e.g., a formant). The
various cavities in a vocal tract may generate a number of
resonances F that act in series. Individual formants may be
characterized by a complex parameter f (t). R represents a
parameter-independent filter that accounts for the air imped-
ance.

In some implementations, the individual formant reso-
nances may be approximated as single pole transfer func-
tions:

fof@”
(o = fO)jw® - ")

EQN. 15
F(fD, w®) = Q

where f(t)=jp(H)+d(t) is a complex function, p(t) is the
resonance peak p(t), and d(t) is a dumping coefficient. The
fitting of one or more of these functions may be discretized
in time in a number of parameters p’,d’ corresponding to
fitting times t'.

According to some implementations, R may be assumed
to be R(t)=1—jw(t), which corresponds to a high pass filter.

The Fourier transform of the glottal pulse G may remain
fairly constant over time. In some implementations, G=g(t)
gE(g(1)),. The frequency profile of G may be approximated
in a nonparametric fashion by interpolating across the har-
monics frequencies at different times.

Given the model for the harmonic amplitudes set forth in
EQN. 9, the model parameters may be regressed using the
sum of squares rule as:

[A@, g, f,(0] = argmin EQN. 16

A(2),g(0), fr(1)
Ny
[ [Ftso, iy

r=1

Rlw(n)

2
[Ah(l) - A@DG(ED), WD) w(r)aﬁ(r)h]
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-continued

The regression in EQN. 11 may be performed in a nonlinear
fashion assuming that the various time dependent functions
can be interpolated from a number of discrete points in time.
Because the regression in EQN. 11 depends on the estimated
pitch, and in turn the estimated pitch depends on the
harmonic amplitudes (see, e.g., EQN. 8), it may be possible
to iterate between EQN. 11 and EQN. 8 to refine the fit.

In some implementations, the fit of the model parameters
may be performed on harmonic amplitudes only, disregard-
ing the phases during the fit. This may make the parameter
fitting less sensitive to the phase variation of the real signal
and/or the model, and may stabilize the fit. According to one
implementation, for example:

[A®. 2w, f,0] =

Ny
[ [Fs®, v

r=1

argmin ADG(g[), w(@) R(w(n)
A(),8(0), fr(2)

[IIAh(t)II -

In accordance with some implementations, the formant
estimation may occur according to:

[A@), /(D] = EQN. 18
2
argmin| Var, A
AW, fr(1) Ny
h A1) l'llF(fr(t), w(t))} =22y

EQN. 15 may be extended to include the pitch in one single
minimization as:

[®(), AQ), f(0)] = EQN. 19

Y

i A

2

SO\M@()

argmin
DA, (1) N

S
l_l1 F(fAn), w(t))}

=42 on

The minimization may occur on a discretized version of the
time-dependent parameter, assuming interpolation among
the different time samples of each of them.

The final residual of the fit on the Harmonics amplitudes
(A, (D) for both EQN. 15 and EQN. 16 may be assumed to
be the glottal pulse. The glottal pulse may be subject to
smoothing (or assumed constant) by taking an average:

EQN. 20

() = E(Gw, 0) = E, A0

AW =22

Ny
l_l1 F(fi(0), w)}

The reconstruction module 112 may be configured to
reconstruct the speech component of input signal 116 with
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the noise component of input signal 116 being suppressed.
The reconstruction may be performed once each of the
parameters of the formant model has been determined. The
reconstruction may be performed by interpolating all the
time-dependent parameters and then resynthesizing the
waveform of the speech component of input signal 116
according to:

30 = EQN. 21

Nu

Z ADG(w)

h=1

N
f
R [ [F(h@, wi R
r=1

oI |
=220

The output module 114 may be configured to transmit an
output signal 120 to a destination 122. The output signal 120

EQN. 17

2
w(1)=¢; i)h]

may include the reconstructed speech component of input
signal 116, as determined by EQN. 18. The destination 122
may include a speaker (i.e., an electric-to-acoustic trans-
ducer), a remote device, and/or other destination for output
signal 120. By way of non-limiting illustration, where
communications platform 102 is a mobile communications
device, a speaker integrated in the mobile communications
device may provide output signal 120 by converting output
signal 120 to sound to be heard by a user. As another
illustration, output signal 120 may be provided from com-
munications platform 102 to a remote device. The remote
device may have its own speaker that converts output signal
120 to sound to be heard by a user of the remote device.

In some implementations, one or more components of
system 100 may be operatively linked via one or more
electronic communication links. For example, such elec-
tronic communication links may be established, at least in
part, via a network such as the Internet, a telecommunica-
tions network, and/or other networks. It will be appreciated
that this is not intended to be limiting, and that the scope of
this disclosure includes implementations in which one or
more components of system 100 may be operatively linked
via some other communication media.

The communications platform 102 may include electronic
storage 124, one or more processors 126, and/or other
components. The communications platform 102 may
include communication lines, or ports to enable the
exchange of information with a network and/or other plat-
forms. lustration of communications platform 102 in FIG.
1 is not intended to be limiting. The communications plat-
form 102 may include a plurality of hardware, software,
and/or firmware components operating together to provide
the functionality attributed herein to communications plat-
form 102. For example, communications platform 102 may
be implemented by two or more communications platforms
operating together as communications platform 102. By way
of non-limiting example, communications platform 102 may
include one or more of a server, desktop computer, a laptop
computer, a handheld computer, a NetBook, a Smartphone,
a cellular phone, a telephony headset, a gaming console,
and/or other communications platforms.
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The electronic storage 124 may comprise electronic stor-
age media that electronically stores information. The elec-
tronic storage media of electronic storage 124 may include
one or both of system storage that is provided integrally (i.e.,
substantially non-removable) with communications plat-
form 102 and/or removable storage that is removably con-
nectable to communications platform 102 via, for example,
a port (e.g., a USB port, a firewire port, etc.) or a drive (e.g.,
a disk drive, etc.). The electronic storage 124 may include
one or more of optically readable storage media (e.g., optical
disks, etc.), magnetically readable storage media (e.g., mag-
netic tape, magnetic hard drive, floppy drive, etc.), electrical
charge-based storage media (e.g., EEPROM, RAM, etc.),
solid-state storage media (e.g., flash drive, etc.), and/or other
electronically readable storage media. The electronic storage
124 may include one or more virtual storage resources (e.g.,
cloud storage, a virtual private network, and/or other virtual
storage resources). The electronic storage 124 may store
software algorithms, information determined by processor
(s) 126, information received from a remote device, infor-
mation received from source 118, information to be trans-
mitted to destination 122, and/or other information that
enables communications platform 102 to function as
described herein.

The processor(s) 126 may be configured to provide infor-
mation processing capabilities in communications platform
102. As such, processor(s) 126 may include one or more of
a digital processor, an analog processor, a digital circuit
designed to process information, an analog circuit designed
to process information, a state machine, and/or other mecha-
nisms for electronically processing information. Although
processor(s) 126 is shown in FIG. 1 as a single entity, this
is for illustrative purposes only. In some implementations,
processor(s) 126 may include a plurality of processing units.
These processing units may be physically located within the
same device, or processor(s) 126 may represent processing
functionality of a plurality of devices operating in coordi-
nation. The processor(s) 126 may be configured to execute
modules 104, 106, 108 1104, 110B, 110C, 112, 114, and/or
other modules. The processor(s) 126 may be configured to
execute modules 104, 106, 108, 110A, 110B, 110C, 112,
114, and/or other modules by software; hardware; firmware;
some combination of software, hardware, and/or firmware;
and/or other mechanisms for configuring processing capa-
bilities on processor(s) 126.

It should be appreciated that although modules 104, 106,
108, 110A, 1108, 110C, 112, and 114 are illustrated in FIG.
1 as being co-located within a single processing unit, in
implementations in which processor(s) 126 includes mul-
tiple processing units, one or more of modules 104, 106,
108, 110A, 110B, 110C, 112, and/or 114 may be located
remotely from the other modules. The description of the
functionality provided by the different modules 104, 106,
108, 110A, 110B, 110C, 112, and/or 114 described below is
for illustrative purposes, and is not intended to be limiting,
as any of modules 104, 106, 108, 110A, 110B, 110C, 112,
and/or 114 may provide more or less functionality than is
described. For example, one or more of modules 104, 106,
108, 110A, 110B, 110C, 112, and/or 114 may be eliminated,
and some or all of its functionality may be provided by other
ones of modules 104, 106, 108, 110A, 110B, 110C, 112,
and/or 114. As another example, processor(s) 126 may be
configured to execute one or more additional modules that
may perform some or all of the functionality attributed
below to one of modules 104, 106, 108, 110A, 110B, 110C,
112, and/or 114.
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FIG. 4 illustrates a method 400 for performing voice
enhancement and/or speech features extraction on noisy
audio signals using successively refined transforms, in
accordance with one or more implementations. The opera-
tions of method 400 presented below are intended to be
illustrative. In some embodiments, method 400 may be
accomplished with one or more additional operations not
described, and/or without one or more of the operations
discussed. Additionally, the order in which the operations of
method 400 are illustrated in FIG. 4 and described below is
not intended to be limiting.

In some embodiments, method 400 may be implemented
in one or more processing devices (e.g., a digital processor,
an analog processor, a digital circuit designed to process
information, an analog circuit designed to process informa-
tion, a state machine, and/or other mechanisms for electroni-
cally processing information). The one or more processing
devices may include one or more devices executing some or
all of the operations of method 400 in response to instruc-
tions stored electronically on an electronic storage medium.
The one or more processing devices may include one or
more devices configured through hardware, firmware, and/
or software to be specifically designed for execution of one
or more of the operations of method 400.

At an operation 402, an input signal may be segmented
into discrete successive time windows. The input signal may
convey audio comprising a speech component superimposed
on a noise component. The time windows may include a first
time window. Operation 402 may be performed by one or
more processors configured to execute a preprocessing mod-
ule that is the same as or similar to preprocessing module
106, in accordance with one or more implementations.

At an operation 404, downsampled versions of the input
signal may be obtained. The downsampled versions of the
input signal may include a first downsampled signal and a
second downsampled signal. The first downsampled signal
may have a first sampling rate, while the second down-
sampled signal may have a second sampling rate. The first
sampling rate may be less than the second sampling rate.
Operation 404 may be performed by one or more processors
configured to execute a downsampling module that is the
same as or similar to downsampling module 108, in accor-
dance with one or more implementations.

At an operation 406, a first transform may be performed
on the first time window of the first downsampled signal to
yield a first pitch estimate. Operation 406 may be performed
by one or more processors configured to execute a transform
module that is the same as or similar to transform module
110A, in accordance with one or more implementations.

At an operation 408, a second transform may be per-
formed on the first time window of the second downsampled
signal to yield a second pitch estimate and a first harmonics
estimate based on the first pitch estimate. Operation 408 may
be performed by one or more processors configured to
execute a transform module that is the same as or similar to
transform module 110A, in accordance with one or more
implementations.

At an operation 410, a third transform may be performed
on the first time window of the input signal to yield a third
pitch estimate and a second harmonics estimate based on the
second pitch estimate and the first harmonics estimate. The
first sound model may comprise the third pitch estimate and
the second harmonics estimate. Operation 410 may be
performed by one or more processors configured to execute
a transform module that is the same as or similar to trans-
form module 110A, in accordance with one or more imple-
mentations.
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Although the present technology has been described in
detail for the purpose of illustration based on what is
currently considered to be the most practical and preferred
implementations, it is to be understood that such detail is
solely for that purpose and that the technology is not limited
to the disclosed implementations, but, on the contrary, is
intended to cover modifications and equivalent arrange-
ments that are within the spirit and scope of the appended
claims. For example, it is to be understood that the present
technology contemplates that, to the extent possible, one or
more features of any implementation can be combined with
one or more features of any other implementation.

What is claimed is:

1. A system configured to process an audio signal, the
system comprising:

one or more processors configured to execute computer

program modules, the computer program modules

being configured to:

receive the audio signal obtained from an acoustic-to-
electric transducer;

segment the audio signal into discrete successive time
windows;

sample the audio signal in a given time window at a
first sampling rate to obtain a first downsampled
signal of the audio signal in the given time window;

determine that the first downsampled signal has a
threshold-breaching probability of being a vocalized
portion;

perform a first transform on the first downsampled
signal to obtain a first pitch estimate for a speech
component in the given time window, wherein the
first transform comprises a first linear fit in time of
the first downsampled signal with a sound model
over the given time window, the sound model being
a superposition of harmonics that all share a common
pitch and chirp;

sample the audio signal in the given time window at a
second sampling rate to obtain a second down-
sampled signal of the audio signal in the given time
window, the first sampling rate being less than the
second sampling rate;

determine that the second downsampled signal has the
threshold-breaching probability of being a vocalized
portion;

responsive to a corresponding portion of the first down-
sampled signal being determined to have the thresh-
old-breaching probability of being a vocalized por-
tion, perform a second transform on the second
downsampled signal to obtain a second pitch esti-
mate and a first harmonics estimate for the speech
component in the given time window based on the
first pitch estimate wherein the first harmonics esti-
mate comprises a first amplitude estimate or a first
phase estimate of a first harmonic, wherein the
second transform comprises a second linear fit in
time of the second downsampled signal with the
sound model over the given time window;

responsive to a corresponding portion of the second
downsampled signal being determined to have the
threshold-breaching probability of being a vocalized
portion, perform a third transform on the audio
signal to obtain a third pitch estimate and a second
harmonics estimate based on the second pitch esti-
mate and the first harmonics estimate, wherein the
second harmonics estimate comprises a second
amplitude estimate or a second phase estimate of a
second harmonic;
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reconstruct the speech component of the audio signal
based on the third pitch estimate and the second
harmonics estimate and with noise component of the
audio signal being suppressed; and

synthesize a sound corresponding to the reconstructed
speech component, by a speaker, to a user.

2. The system of claim 1, wherein the first sampling rate
is half the second sampling rate.

3. The system of claim 1, wherein the first transform is
different from the second transform, the second transform is
different from the third transform, or the third transform is
different from the first transform.

4. The system of claim 1, wherein the first linear fit and
the second linear fit are performed by linear regression.

5. The system of claim 1, wherein the common pitch is a
time dependent value, and the first, second and third pitch
estimates are optimized by nonlinear regression.

6. The system of claim 1, wherein the speaker is inte-
grated in a mobile communication device.

7. A method to process an audio signal, the method
comprising:

receiving the audio signal obtained from an acoustic-to-

electric transducer;

segmenting the audio signal into discrete successive time

windows;

sampling the audio signal in a given time window at a first

sampling rate to obtain a first downsampled signal of
the audio signal in the given time window;

determining that the first downsampled signal has a

threshold-breaching probability of being a vocalized
portion;

performing a first transform on the first downsampled

signal to obtain a first pitch estimate for a speech
component in the given time window, wherein the first
transform comprises a first linear fit in time of the first
downsampled signal with a sound model over the given
time window, the sound model being a superposition of
harmonics that all share a common pitch and chirp;

sampling the audio signal in the given time window at a

second sampling rate to obtain a second downsampled
signal of the audio signal in the given time window, the
first sampling rate being less than the second sampling
rate;

determining that the second downsampled signal has the

threshold-breaching probability of being a vocalized
portion;

responsive to a corresponding portion of the first down-

sampled signal being determined to have the threshold-
breaching probability of being a vocalized portion,
performing a second transform on the second down-
sampled signal to obtain a second pitch estimate and a
first harmonics estimate for the speech component in
the given time window based on the first pitch, wherein
the first harmonics estimate comprises a first amplitude
estimate or a first phase estimate of a first harmonic,
wherein the second transform comprises a second lin-
ear fit in time of the second downsampled signal with
the sound model over the given time window;
responsive to a corresponding portion of the second
downsampled signal being determined to have the
threshold-breaching probability of being a vocalized
portion, performing a third transform on the-audio
signal to obtain a third pitch estimate and a second
harmonics estimate based on the second pitch estimate
and the first harmonics estimate, wherein the second
harmonics estimate comprises a second amplitude esti-
mate or a second phase estimate of a second harmonic;
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reconstructing the speech component of the audio signal
based on the third pitch estimate and the second har-
monics estimate and with noise component of the audio
signal being suppressed; and

synthesizing a sound corresponding to the reconstructed

speech component, by a speaker, to a user.

8. The method of claim 7, wherein the first sampling rate
is half the second sampling rate.

9. The method of claim 7, wherein the first transform is
different from the second transform, the second transform is
different from the third transform, or the third transform is
different from the first transform.

10. The method of claim 7, wherein the first linear fit and
the second linear fit are performed by linear regression.

11. The method of claim 7, wherein the common pitch is
a time dependent value, and the first, second and third pitch
estimates are optimized by nonlinear regression.

12. The method of claim 7, wherein the speaker is
integrated in a mobile communication device.

13. A non-transitory computer readable storage medium
having data stored therein representing computer program
instructions to process an audio signal and the instructions
when executed by a computer causing the processor to:

receive the audio signal obtained from an acoustic-to-

electric transducer;

segment the audio signal into discrete successive time

windows;

sample the audio signal in a given time window at a first

sampling rate to obtain a first downsampled signal of
the audio signal in the given time window;

determine that the first downsampled signal has a thresh-

old-breaching probability of being a vocalized portion;
perform a first transform on the first downsampled signal
to obtain a first pitch estimate for a speech component
in the given time window, wherein the first transform
comprises a first linear fit in time of the first down-
sampled signal with a sound model over the given time
window, the sound model being a superposition of
harmonics that all share a common pitch and chirp;

sample the audio signal in the given time window at a

second sampling rate to obtain a second downsampled
signal of the audio signal in the given time window, the
first sampling rate being less than the second sampling
rate;

determine that the second downsampled signal has the

threshold-breaching probability of being a vocalized
portion;

25

30

40

45

18

responsive to a corresponding portion of the first down-
sampled signal being determined to have the threshold-
breaching probability of being a vocalized portion,
perform a second transform on the second down-
sampled signal to obtain a second pitch estimate and a
first harmonics estimate for the speech component in
the given time window based on the first pitch estimate,
wherein the first harmonics estimate comprises a first
amplitude estimate or a first phase estimate of a first
harmonic, wherein the second transform comprises a
second linear fit in time of the second downsampled
signal with the sound model over the given time
window; and
responsive to a corresponding portion of the second
downsampled signal being determined to have the
threshold-breaching probability of being a vocalized
portion, perform a third transform on the-audio signal
to obtain a third pitch estimate and a second harmonics
estimate based on the second pitch estimate and the first
harmonics estimate, wherein the second harmonics
estimate comprises a second amplitude estimate or a
second phase estimate of a second harmonic;

reconstruct the speech component of the audio signal
based on the third pitch estimate and the second har-
monics estimate and with noise component of the audio
signal being suppressed; and

synthesize a sound corresponding to the reconstructed

speech component, by a speaker, to a user.

14. The non-transitory computer readable storage medium
of claim 13, wherein the first sampling rate is half the second
sampling rate.

15. The non-transitory computer readable storage medium
of claim 13, wherein the first transform is different from the
second transform, the second transform is different from the
third transform, or the third transform is different from the
first transform.

16. The non-transitory computer readable storage medium
of claim 13, wherein the first linear fit and the second linear
fit are performed by linear regression.

17. The non-transitory computer readable storage medium
of claim 13, wherein the common pitch is a time dependent
value, and the first, second and third pitch estimates are
optimized by nonlinear regression.

18. The non-transitory computer readable storage medium
of claim 13, wherein the speaker is integrated in a mobile
communication device.
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